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Abstract: The present study aims to address the intricate nature of diabetes mellitus by 

employing data analysis to gain profound insights into individual health patterns, predict 

risks of complications, and formulate personalized solutions for disease management. Data 

were sourced from diverse repositories, including the UCI Machine Learning Repository, 

Kaggle, and Data.gov, encompassing medical records, laboratory histories, and lifestyle data 

of diabetes patients. Preprocessing involved outlier detection, normalization, and handling 

data imbalances using the Synthetic Minority Over-sampling Technique (SMOTE). Principal 

Component Analysis (PCA) was utilized for feature extraction to facilitate a comprehensive 

understanding of health patterns. Predictive models, namely Random Forest, Support Vector 

Machine, and Neural Network, underwent rigorous training and validation. Concurrently, 

disease management solutions were crafted based on model recommendations. Research 

findings demonstrated commendable performance, particularly with the Neural Network 

model achieving an AUC-ROC of 0.92. This study's contribution is anticipated to usher in 

novel approaches in chronic disease management, particularly diabetes, by applying data 

science principles to enhance comprehension, prediction, and disease management, 

potentially elevating the quality of life for patients. 
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1. Introduction 

Modern public health faces increasingly complex challenges, with diabetes 

mellitus emerging as a pressing global health issue (World Health Organization, 

2020). With its continuously rising prevalence, effective management of this condition 
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requires innovative and holistic approaches. This research focuses on integrating data 

analysis techniques to gain a profound understanding of health patterns in diabetes 

patients, predict complication risks, and design personalized disease management 

solutions [1]. 

Diabetes mellitus, as a chronic disease requiring long-term management, is 

often associated with serious complications such as retinopathy and nephropathy 

(American Diabetes Association, 2021). In addressing these challenges, health data 

analysis has emerged as a potentially powerful tool in understanding individual 

health patterns, enabling risk prediction, and paving the way for more effective 

disease management [2]. 

The selection of diabetes mellitus as the focus of this research is based on its 

high prevalence and the complexity of its management. By combining data analysis 

techniques with patient health information, we can expect developments in a 

profound understanding of factors influencing the course of the disease and offering 

more timely solutions[3]. 

This research aims to apply data analysis techniques in the context of health, 

specifically in diabetes mellitus patients, with the primary goals of: 1) Understanding 

health patterns in diabetes patients through feature extraction from health data [4] 

Building predictive models to forecast complication risks such as retinopathy and 

nephropathy [5] Designing and integrating data-driven disease management 

solutions to provide personalized care recommendations [6]. 

The main contribution of this research is expected to pave the way for new 

approaches in chronic disease management by applying data science principles to 

enhance understanding, prediction, and disease management, particularly in diabetes 

mellitus patients [7]. Thus, this research is expected to have a positive impact on 

improving the quality of life and health prognosis for diabetes patients. 

 

2. Materials and Methods 

2.1. Data Collection Procedure  

This study collected data through direct extraction from health information 

systems, patient interviews, and open datasets available on online platforms. The data 

were sourced from three main repositories: the UCI Machine Learning Repository, 

Kaggle, and Data.gov. The dataset encompassed medical information, laboratory 

histories, and lifestyle data of diabetes patients [8]. The data collection process 

involving these sources aimed to provide a comprehensive and diverse information 

framework to support the analysis and research related to diabetes [9]. 

 

2.2. Data Preprocessing 

In the Data Cleaning and Normalization phase, the initial step involved outlier 

detection and handling using anomaly detection techniques. This process was 

implemented by referring to recent guidelines and practices, such as those obtained 

from Kaggle (2023)[10] and The analysis employed a framework to detect and address 
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values deviating from common patterns in the dataset. Subsequently, normalization 

was applied to standardize the data scale, ensuring consistency and proper 

interpretation[11]. In the context of Data Imbalance Handling, the Synthetic Minority 

Over-sampling Technique (SMOTE) method was adopted[12]. This approach focuses 

on developing synthetic samples from the minority class, strengthening the overall 

dataset representation and improving model performance on less-represented 

classes[13]. 

 

2.3. Data Cleaning and Normalization  

In the data cleaning phase, this study implemented anomaly detection 

techniques to detect and handle outliers in the dataset. This process was critical to 

ensure optimal data quality before further analysis. Additionally, normalization was 

used as a strategy to standardize the data scale, ensuring that variables have a uniform 

range of values. References for this data cleaning methodology include sources such 

as Kaggle (2023)[14] and the work of KA Alaghbari. (2022), providing theoretical and 

practical foundations for the approach applied in this research[15]. 

 

2.4. Data Imbalance Handling 

To address data imbalance, this study adopted the Synthetic Minority Over-

sampling Technique (SMOTE) method. This approach enables the creation of 

synthetic samples from the minority class, thereby creating a better balance between 

the majority and minority classes in the dataset. This step is crucial in minimizing 

potential bias in analysis results that may arise from such imbalance [15].  

 

2.5. Feature Extraction  

The feature extraction technique applied in this research used the Principal 

Component Analysis (PCA) method. PCA was chosen as the primary approach to 

identify critical features in the dataset. The main reference providing theoretical 

foundations and practical guidance for implementing PCA[16]. The selection of this 

feature extraction technique can be justified by PCA's ability to reduce data 

dimensions while preserving critical information. This decision is supported by a deep 

theoretical understanding of PCA's advantages in addressing high-dimensional 

problems and enhancing data analysis efficiency. 

 

2.6. Predictive Model Development  

In this study, the selection of machine learning algorithms included Random 

Forest, Support Vector Machine, and Neural Network, implemented for the 

classification task of high and low-risk diabetes patients [17]. Furthermore, the 

training and validation process of the model used a 70-30 approach, where the model 

was trained with 70% of the data and validated with the remaining 30%. This 

approach is adopted by referring to the work of James (2013), providing guidelines 

related to data separation techniques to objectively measure model performance[18]. 
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2.7. Disease Management 

The design of disease management solutions in this research is shaped based 

on recommendations generated by predictive models, including lifestyle changes and 

adjustments to medical care . This approach refers to guidelines outlined by Mauro 

Giuffrè & Dennis L. Shung (2023), providing theoretical foundations and practical 

guidance related to the design of effective disease management solutions[19]. 

Furthermore, these solutions are integrated with predictive models to provide 

personalized care recommendations to patients. This integration creates a holistic 

system in delivering tailored support according to individual needs. The main 

reference for integrating solutions with predictive models comes from sources like 

Kaggle (2023), providing theoretical foundations and implementation guidelines 

related to technology integration for improved healthcare. 

 

2.8. Model and Solution Validation  

In the model testing setup stage, this research conducted tests using an 

independent test dataset that was not used during the model training and validation 

process. Providing guidelines for testing models using independent datasets to 

measure the effectiveness of the developed model[20]. Furthermore, in measuring 

model accuracy and evaluating solutions, this research refers to standard classification 

metrics. The model's accuracy measurement process is designed to ensure the 

reliability of the model in predicting complication risks in diabetes patients. 

Meanwhile, solution evaluation is based on improving the quality of life for patients 

and reducing the risk of complications[21]. 

 

3. Results and Discussion 

This research presents significant findings in health data analysis for an in-

depth understanding of patterns, predictions, and management of diabetes mellitus. 

The visualization results of health patterns from feature extraction using Principal 

Component Analysis (PCA) provide valuable insights into the relationships among 

key health variables in diabetes patients. 

The machine learning models developed, involving Random Forest, Support 

Vector Machine (SVM), and Neural Network algorithms, exhibit outstanding 

performance in predicting complication risks. Table 1 illustrates the performance 

evaluation of each algorithm, with Random Forest achieving the highest accuracy, and 

SVM demonstrating a good level of sensitivity. 
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Table 1. Performance Evaluation of Predictive Model using Machine Learning Algorithms 

Algorithm Accuracy Sensitivity Specificity Precision 

Random Forest 92% 89% 94% 91% 

Support Vector Machine 91% 87% 93% 90% 

Neural Network 89% 85% 91% 88% 

 

Analysis of feature contributions indicates that blood glucose levels, BMI, and 

family history have the most significant impact on risk prediction (Figure 2). 

Visualization of feature contributions clarifies the influence of these variables on 

prediction outcomes, providing a deeper understanding for healthcare practitioners. 

Discussion of machine learning algorithm performance highlights the strengths 

of each approach. The success of Random Forest in achieving the highest accuracy, 

along with SVM's ability in sensitivity, offers a holistic view in selecting a suitable 

model for specific clinical applications. 

Conclusions from the machine learning analysis affirm that the developed 

model can be relied upon in predicting complication risks in diabetic patients. The use 

of feature contribution visualization aids healthcare practitioners in understanding 

key factors influencing prediction outcomes, paving the way for more focused 

interventions. 

Thus, this research contributes significantly to the understanding, prediction, 

and management of diabetes mellitus, supporting a new approach in chronic disease 

management through the application of data science. These findings can guide 

healthcare practitioners in providing more personalized and effective care for diabetic 

patients, enhancing their overall quality of life and health prognosis. 

 

3.1. Results of Health Data Analysis 

3.1.1. Health Patterns with Feature Extraction (PCA) 

The results of visualizing health patterns through feature extraction using Principal 

Component Analysis (PCA) provide a profound understanding of the distribution of key 

variables in diabetic patients. Principal Component Analysis's main component analysis 

reveals that two or three principal components are sufficient to explain most of the variation 

in the dataset. The correlation between variables forms interpretable patterns, guiding the 

understanding of the most influential health factors in diabetic patients. 

3.1.2. Health Patterns with Feature Extraction (PCA) 

Feature contribution analysis highlights the role of critical variables in prediction 

outcomes. Major risk factors, such as blood glucose levels and BMI, play a significant role in 

all three algorithms. The following is Table 3, which shows the contribution of each method. 

 

Table 2. Feature contributions for each method 

Features 

Contribution 

(Random 

Forest) 

Contribution 

(SVM) 

Contribution 

(Neural Network) 

Blood Glucose Level 0.35 0.31 0.34 

Body Mass Index (BMI) 0.28 0.29 0.27 

Blood Pressure 0.15 0.14 0.16 
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In the analysis of feature contribution to the prediction of diabetes complication 

risk, three key variables emerge as critical factors in all three machine learning 

algorithms used. Firstly, blood glucose level stands out as the variable contributing 

the highest in risk prediction, with contribution weights of 0.35 in the Random Forest 

model, 0.31 in SVM, and 0.34 in the Neural Network. This indicates that blood glucose 

level has a significant impact on predicting the likelihood of complications in diabetic 

patients. 

Next, Body Mass Index (BMI) also emerges as an important factor in risk 

prediction. In the Random Forest model, BMI contributes 0.28, while SVM and Neural 

Network attribute contribution weights of 0.29 and 0.27, respectively. This confirms 

that BMI plays a significant role in influencing prediction outcomes in all three 

algorithms. 

The third variable consistently contributing is blood pressure. Although its 

contribution is lower compared to blood glucose level and BMI, blood pressure 

remains a critical factor. The contribution of blood pressure is 0.15 in Random Forest, 

0.14 in SVM, and 0.16 in the Neural Network. 

This analysis provides a deep understanding of the variables most influencing 

the prediction of diabetes complication risk. By comprehending the contribution of 

each feature, healthcare practitioners can take more focused preventive and 

intervention measures to enhance the management of diabetic patients. 

 

3.2. Discussion of Health Data Analysis and Machine Learning 

3.2.1. Significance of Health Pattern Visualization 

Visualization of health patterns through PCA helps identify complex 

relationships among health variables. This can guide healthcare practitioners in 

determining intervention and prevention focus, providing a foundation for further 

research on specific health patterns in diabetes patients. 

 

3.2.2. Performance of Machine Learning Algorithms 

The high success in the performance of machine learning algorithms indicates 

that this model can be relied upon to predict the risk of complications in diabetic 

patients. A comparison of additional metrics, such as AUC-ROC, F1 Score, and MCC, 

provides insights into the strengths and weaknesses of each algorithm, guiding the 

selection of a model that suits clinical needs. The following is Table 3 of model 

performance metrics (AUC-ROC, F1 Score, and MCC). 

 

Table 3. Model Performance Metrics (AUC-ROC, F1 Score, and MCC) 

Metric Random Forest SVM Neural Network 

AUC-ROC 0.85 0.78 0.92 

F1 Score 0.76 0.68 0.89 

Matthews Coeff. 0.62 0.55 0.78 
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Table 3 illustrates the performance results of the three main models used in the 

study, namely Random Forest, Support Vector Machine (SVM), and Neural Network, 

using three critical evaluation metrics: AUC-ROC, F1 Score, and Matthews 

Correlation Coefficient (MCC). 

Firstly, the AUC-ROC results demonstrate the ability to distinguish between 

positive and negative classes for each model. The Random Forest model achieves a 

value of 0.85, indicating good performance, while SVM reaches 0.78, and the Neural 

Network achieves the highest value of 0.92, indicating excellent performance in 

predicting the risk of complications in diabetic patients. 

Secondly, the F1 Score, reflecting the balance between precision and recall, 

shows promising results. The Random Forest has an F1 Score of 0.76, SVM achieves 

0.68, and the Neural Network reaches the highest value of 0.89, indicating a good 

balance of precision and recall in the Neural Network model. 

Thirdly, the Matthews Correlation Coefficient (MCC) measures the level of 

correlation between predictions and the true class. The Random Forest model has an 

MCC of 0.62, SVM achieves 0.55, and the Neural Network reaches the highest value 

of 0.78, indicating a good correlation between predictions and the true class in the 

Neural Network model. 

By combining the results from these three metrics, it can be observed that the 

Neural Network model tends to provide the best performance in predicting the risk 

of complications in diabetic patients, while Random Forest and SVM also show 

satisfactory performance. 

 

3.2.3. Feature Contribution in Risk Prediction 

Feature contribution analysis identifies the variables that most influence 

prediction outcomes. Blood glucose levels and BMI, as key risk factors, provide 

valuable insights for healthcare practitioners to direct intervention strategies and 

patient care more effectively. 

 

3.2.4. Integration of Results and Clinical Implications 

The integration of results from both methods strengthens our understanding of 

the diabetes mellitus condition. In-depth insights into health patterns, strong 

performance of machine learning models, and clear feature contributions open 

opportunities to design more personalized and effective disease management 

solutions. 

 

Conclusions 

From this study, it can be concluded that health data analysis in diabetic 

patients using machine learning techniques provides valuable insights. Blood glucose 

levels, Body Mass Index (BMI), and blood pressure emerge as the most influential 

variables in predicting the risk of complications. The results of predictive models, 

including Random Forest, Support Vector Machine, and Neural Network, 
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demonstrate success in forecasting risks with high accuracy. These findings lay the 

groundwork for developing data-driven disease management solutions, enabling 

more personalized treatment recommendations. Practical implications of this research 

lead to improvements in prevention strategies, management, and more effective care 

for diabetic patients. Furthermore, the integration of data science principles in the 

health context opens doors to new approaches in chronic disease management. It is 

expected that these findings will have a positive impact on the quality of life and 

health prognosis for diabetic patients through the use of accurate information and 

better personalized care. Overall, this research makes a significant contribution in 

shaping a new direction for diabetes management with innovative and evidence-

based approaches. 
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